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(a) Input HDR image (c) Change light (d) Printed sample under changing lighting directions

(b) Change print orientation

Figure 1: Given an HDR input image (a), we print the image with glossy inks in such a way that when either the print orientation (b) or the
lighting direction (c) are changed, different luminance levels of the original image are displayed. The appearance of the print under changing
lighting is shown in (d), while the appearance of the print under orientation change is shown in the accompanying video. Another result for
viewing scenario (b) can be found in Figure 5. All results shown in this paper are photographs of actual prints. HDR image courtesy of Paul
Debevec.

Abstract

We present a solution for viewing high dynamic range (HDR) im-
ages with spatially-varying distributions of glossy materials printed
on reflective media. Our method exploits the appearance variations
of the glossy materials in the angular domain to display the input
HDR image at different exposures. As viewers change the print ori-
entation or lighting directions, the print gradually varies its appear-
ance to display the image content from the darkest to the brightest
levels. Our solution is based on a commercially available printing
system and is fully automatic. Given the input HDR image and the
BRDFs of a set of available inks, our method computes the optimal
exposures of the HDR image for all viewing conditions and the op-
timal ink combinations for all pixels by minimizing the difference
of their appearances under all viewing conditions. We demonstrate
the effectiveness of our method with print samples generated from
different inputs and visualized under different viewing and lighting
conditions.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Color, shading, shadowing, and texture;

Keywords: appearance fabrication, high dynamic range images

Links: DL PDF

1 Introduction

Capturing high dynamic range images (HDR) has become ubiq-
uitous thanks to recent advances in imaging devices and recon-
struction algorithms. Although techniques have been developed
for showing HDR content on active displays [Seetzen et al. 2004;
Wetzstein et al. 2011], reproducing HDR images in prints remains
challenging due to the low dynamic range (LDR) of physical reflec-
tive media. The basic principle that is followed today is to attempt
to map between the dynamic range of the input image and output
print. The most common method is to compress the dynamic range
of the HDR image using one of the many tone mapping methods
available (see [Reinhard et al. 2010] for a recent review). Although
these methods can preserve the overall visual appearance of the in-
put, the original contrast of the HDR image is lost after printing.
More recently, methods have been proposed to extend the dynamic
range of print media, for example by using a projector aligned with
the image [Bimber and Iwai 2008] or a stack of images illuminated
by a light source [Ward 2002; Wetzstein et al. 2011]. These meth-
ods are limited in their use since specialized setups are needed to
view the print.

In this paper, we display HDR image contents with spatially-
varying distributions of glossy materials. We modulate the reflec-
tivity of the print in such a way that a viewer can see different expo-
sures of the HDR image by changing the print orientation or light-
ing direction. Figure 1 shows one of our printed samples viewed
under a moving light. Our method differs substantially from prior
work in that we do not attempt to map the dynamic range of the
input image to the output print for a single view. We instead con-
ceptually map different luminance levels of the HDR image into
a continuous sequence of LDR images that are reproduced by the
appearance of a glossy print when viewed under gradually rotating
print orientations or lighting directions. Compared to prior work,
the main advantage of our method is that we maintain the tonal
details of the HDR image at all exposures, while requiring view-
ing conditions similar to standard prints. Furthermore, viewers can
see the whole range of exposures generated by an HDR image by
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Figure 2: Using appearance of glossy inks to display high dynamic range content. (a) The appearance of the input HDR image under two
different exposures. (b) The intensity variations of the four image pixels under different exposures. The positions of the pixels are marked in
(a). (c) The appearance variations of different glossy ink combinations under changing lighting directions. (d) The swatch of all valid ink
combinations. Without optimization, the plots shown in (b) can not match the plots in (c).

quickly changing the print orientation or lighting direction.

We print our images using commercially available printers that al-
lows us to customize the print reflectance with inks combinations
printed over metallic substrates. Unlike [Matusik et al. 2009],
which is designed for approximating the target BRDFs with BRDFs
of ink combinations, our goal is to use the BRDFs of inks to repro-
duce the appearance of the input HDR image under each viewing
condition. As illustrated in Figure 2, because the intensity varia-
tions of image pixels under an exposure setting may not follow the
appearance variation of BRDFs and the number of valid ink combi-
nations is large, it is non-trivial to choose exposure settings and ink
combinations so that the appearance of the HDR image and that of
the ink combination match. Our main technical challenge is there-
fore to simultaneously determine the exposure of the HDR image
for each viewing condition (i.e. the varying viewing and lighting
directions of the print as determined by the viewer) and the ink dis-
tribution of all pixels that best reproduces the HDR image appear-
ance with this exposure. We pose this as an optimization problem
and solve for ink combinations and exposures iteratively from an
initial guess.

We start by determining the range of exposures that best capture the
tonal range of the HDR image. We evenly assign exposures in this
range to the continuous viewing conditions. This initial assignment
might not be optimal since the chosen exposures may not be easily
reproducible by the available inks. We thus iteratively refine both
ink combination and exposures. In each iteration, we first determine
the ink combinations such that the printed appearance best matches
the exposures of the HDR image when viewed at the correspond-
ing viewing conditions. Then we refine the exposures of the HDR
image to best match the appearance of the current ink combinations
displayed at the corresponding viewing conditions. We iterate these
two steps until there is no more improvement.

The prints generated by our method can be viewed in a wide range
of conditions, just like standard prints, without the help of dedicated
setups. At the same time, we are able to well preserve the visual
contents of the input image by allowing the viewer to see different
exposures simply by changing the print orientation or light direc-
tion. The reminder of this paper will describe our printing process
and show several results of actual printed materials.

2 Related Work

A comprehensive survey of techniques to capture, display, and ren-
der HDR images can be found in [Reinhard et al. 2010]. In this
section, we review the work most closely related to our own.

HDR display and printing Many methods have been proposed
to extend the dynamic range of displays by overlaying two or more
translucent light modulators to multiply their contrast. Ward [2002]

decomposes an HDR image into two LDRs that are printed as trans-
parencies and stacked together. The original HDR image is viewed
by aligning the two layers in front of a bright backlight. Seetzen et
al. [2004] combine an LCD with either a DLP projector or an LED
panel to make an HDR display. Wetzstein et al. [2011] extends
these methods using multiple stacked transparent slides for display-
ing both 4D light fields and HDR images. Bimber and Iwai [2008]
extend the dynamic range of reflective media with a calibrated pro-
jector. Instead of increasing the dynamic range of the output dis-
play, we visualize different exposures of the original HDR at differ-
ent views, requiring no specialized viewing hardware.

Early artistic work used glossy material to enhance the brightness
of prints [Reinhard et al. 2010]. However, these prints can only
be viewed under specific lighting and viewing directions. In con-
trast, our method exploits the angular variation in the appearance
of glossy surfaces to display different exposures of HDR images.
Furthermore, our method works well for a wide range of viewing
conditions.

Appearance fabrication A set of methods have been developed
for fabricating objects with custom surface reflectance [Weyrich
et al. 2009; Matusik et al. 2009; Hullin et al. 2011], subsurface scat-
tering [Dong et al. 2010a; Hašan et al. 2010], and deformation be-
haviors [Bickel et al. 2010]. Weyrich et al. [2009] reproduce a cus-
tom surface reflectance using a microfacet pattern fabricated on a
reflective physical surface. Matusik et al. [2009] use a set of glossy
inks for printing spatially-varying BRDFs. Hullin et al. [2011] pro-
pose a solution for displaying dynamic BRDFs with liquid surfaces.
Our method follows Matusik et al.’s work [2009] in its use of glossy
inks for printing. But since the goals of the two methods differ sub-
stantially, we propose a new optimization method for determining
both ink combinations and exposure settings.

A method close to ours is the one of Alexa and Matusik [2010] that
construct reliefs that display different images when viewed under
different directional illuminations. Although their method can re-
produce a discrete number of images, it is difficult to extend to con-
tinuous image sequences required in our application. Furthermore,
the spatial resolution of the result is limited. Most recently, Hol-
royd et al. [2011] developed a method for converting a digital 3D
model into a fabricated multilayer model. Although this approach
displays the object shapes for a wide range of viewing directions,
the surface texture is printed as diffuse colors and remains constant
when changing views.

3 Printing Spatially Varying BRDFs for HDR
Images

Given an input HDR image, we print combinations of glossy inks
so that the viewer can see different exposures of the original image
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Figure 3: Ink swatches and the BRDF gamut measured from ink
swatches. Note that the appearance of the ink swatches exhibit
different variations under different lighting directions due to the
BRDFs of different ink combinations. The boundary region without
ink also illustrates the appearance of the metallic substrate used for
the print. The gamut of the red channel of the BRDFs is illustrated
in (b).

when rotating either the print or the lighting. In this section, we
first describe our printing solution and then focus on how we deter-
mine the exposures and ink combinations necessary to reproduce
the desired effect.

3.1 Printing Hardware

Our method is based on printing hardware that supports the Pro-
cess Metallic Color System [Color-Logic 2011]. While conven-
tional color printers are based on CMYK inks, these printers use an
additional silver ink when using a white paper substrate, or white
ink when using a metallic substrate. These printers are capable of
controlling the amount of glossiness with the 8-bit “color” depth
of the additional ink. The results in this paper are printed with an
HP Indigo 5500 on a flat metallic substrate with CMYK and white
inks. The underlying metallic substrate is homogeneous and has a
fixed isotropic BRDF. Each ink combination, which is represented
by color and white ink tuples c = (r, g, b, w), determines a result-
ing printed BRDF ρc(x). We express our color in RGB since the
printer’s driver automatically converts them to CMYK. Figure 3(a)
illustrates the appearances of ink swatches printed on a metallic
substrate under two lighting directions.

The BRDF gamut is composed by the set of BRDFs ρc that corre-
spond to all valid ink combinations c ∈ C. We model the gamut by
assuming that the gamut’s BRDFs lie in a low dimensional mani-
fold in the BRDF space [Matusik et al. 2003; Dong et al. 2010b].
We thus represent each BRDF as a locally-linear combination of
BRDFs with known ink combinations. We choose as a basis the
BRDFs of a sparse set of ink combinationsCK , which are measured
using linear light source reflectometry [Gardner et al. 2003]. The
BRDF ρc corresponding to the ink combination c =

∑M
k=1 ωkck,

can be computed as ρc =
∑M
k=1 ωkρck , where ρck are the basis

BRDFs for the ink combinations ck ∈ Ck in the local neighbor-
hood of size M = 5.

In practice, we uniformly sampled 16 levels for each of the input
RGB color channels and the additional white ink channel, resulting
in sixty-five thousands different ink combinations. We tiled all ink
combinations in a 5120 × 5120 image with a 20 × 20 patch for
each ink combination and printed the image on an A4 metallic sub-
strate. We then measured the BRDFs of all surface points via linear
light source reflectometry [Gardner et al. 2003] and computed the
BRDF of each sampled ink combination by averaging the BRDFs
in the corresponding tile. With this density the locally-linear model
can predict well the printed BRDF for a given ink combination.
In our implementation, we represent the BRDF of a sampled ink
combination with the isotropic Ward model. Figure 3 (b) illustrates
the BRDF gamut of the red channel of all ink combinations, where

Ih(x) Exposure
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OptimizationInput HDR
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Optimization

Iterative optimization

Physical Print

Figure 4: The optimization pipeline. Given an input HDR image
Ih(x), our method first initializes the exposure settings for each
frame t and then optimizes the ink combinations and exposure set-
tings iteratively. We finally print out a physical sample based on the
computed ink combinations for all the pixels.

the roughness of the BRDFs increases as the intensity of white ink
increases.

3.2 Viewing Conditions

We view the print in an environment with ambient illumination and
one bright directional light source. Since the distance between the
viewpoint and the print is large considering the size of the print
and the sharpness of the specular lobe, we assume that the viewing
direction for all points on the print is the same. As shown in Fig.
1, our system supports two kinds of viewing scenarios. In the first,
the print is fixed and the user rotates the light source around the
print. In the second, the user holds the print and rotates it under
the fixed view and lighting. Due to the reciprocity of the BRDF,
similar results can be achieved with either moving the view or the
light. Figure 9 indicates that appearance variations of one physical
print under two viewing scenarios.

For both scenarios, we parameterize the viewing sequence by 0 ≤
t ≤ T and model the viewing conditions V (t) = {v(t), E(t)} as
the set of viewing directions v(t) and environmental lighting E(t)
for the sequence t. Both v(t) and E(t) are defined with respect to
the local frame of the print. The environmental lighting is either
measured from real viewing environments with a light probe or we
use a default setting that consists of a white ambient light and a
white directional light with a radiance ratio of 1 : 100. In prac-
tice, we assume the half angle (i.e. the angle between the vector
of the viewing and lighting directions and the print surface normal)
varies from 0 degree (specular peak direction) to 45 degree. We
uniformly sample the viewing sequence with T = 20 samples for
optimization.

3.3 Exposure and Ink Combination Optimization

Given an input HDR image Ih(x), we compute the ink combina-
tion c(x) of all pixels x and the exposure setting s(t) of all viewing
conditions V (t) by minimizing the difference between the appear-
ance of the print and appearance of the HDR image at the chosen
exposures for the corresponding viewing conditions:

arg min
c(x),s(t)

∑
x

∑
t

||Ir(ρc(x), V (t))− Is(Ih(x), s(t))||2, (1)

where ρc(x) is the BRDF of the ink combination at x.
Ir(ρc(x), V (t)) is the appearance of the print under the viewing
condition V (t), which is rendered with the given environmental
lighting E(t) and viewing direction v(t) as

Ir(ρc(x), V (t)) =

∫
Ω

ρc(x)(v(t), li)(N · li)E(t, li)dωli , (2)



where li is the lighting direction and E(t, li) is the incident radi-
ance of environmental lighting along direction li. We normalize
the rendering result to range 0 to 1 picking the maximum radiance
that can be generated by the BRDFs in the gamut under the given
viewing conditions.

Is(Ih(x), s(t)) is the appearance of the input image Ih(x) at the
exposure setting s(t) for viewing condition V (t), which is com-
puted by

Is(Ih(x), s(t)) = min{2s(t)Ih(x)/Īw, 1.0}, (3)

where Īw is the ”key” value of HDR image Ih(x) and computed
by Īw = exp( 1

N

∑
x log(1.0e− 5 + Ih(x)) [Reinhard and Devlin

2005]. N is the total number of pixels in the image. We clamp
all computed image values to the range of 0 to 1. Note that with
the exponential exposure setting used in Equation 3, the logarith-
mic response properties of human perception have been taken into
account in the optimization.

As illustrated in Figure 4, we solve this optimization problem iter-
atively from an initial guess for s(t). In each step, we first fix the
exposures s(t) to solve for the ink combinations c(x). We then fix
the ink combinations c(x) to update the exposures s(t). We repeat
these two steps until the image differences described in Equation 1
are not reduced anymore.

Initialization To initialize the exposure settings of the HDR im-
age for each t, we chose a desired range of exposures (smin, smax)
that well captures the tonal range of the HDR Ih(x). For our prints,
we set the minimal exposure smin in such a way that the non-zero
darkest pixels Iminh are mapped to 0.1, while the maximal expo-
sure smax is set to map the brightest image pixels Imaxh to 0.9.
According to Equation 3, we have smin = log2(0.1Īw/I

min
h ) and

smax = log2(0.9Īw/I
max
h ). After that, we evenly assign the expo-

sures in the range to all viewing conditions to get the initial expo-
sure s(t) = smin + t

T
(smax − smin) for each viewing condition.

Figure 5(a) shows the appearance of an input image at the initial
exposure setting for one viewing condition.

Ink Combination Optimization Given the exposure settings s(t)
for the viewing conditions V (t), we first compute the correspond-
ing input image appearances Is(x, t) = Is(Ih(x), s(t)) with Equa-
tion 3 and then use these images to optimize the ink combination
c(x) at each pixel by computing

arg min
c(x)

∑
t

||Ir(ρc(x), V (t))− Is(x, t)||2. (4)

Figure 5(c) and (f) illustrate this optimization, where the dotted
lines plot the intensity values of two pixels Is(x, t) for all viewing
conditions, while the solid lines are appearance variations of two
pixels Ir(ρc(x), V (t)) rendered by their BRDFs under all viewing
conditions.

Since the BRDF ρc(x) in the print gamut is repre-
sented as the locally-linear combination of basis BRDFs
ρc(x) =

∑M
k=1 ωk(x)ρck(x), we have Ir(ρc(x), V (t)) =∑M

k=1 ωk(x)Ir(ρck(x), V (t)). Therefore, we solve for the ink
combination by searching for a locally-linear combination of basis
BRDFs that can best reproduce the pixel’s appearance under all
corresponding viewing conditions:

arg min
ωk(x),ρck(x)

∑
t

||
M∑
k=1

ωk(x)Ir(ρck(x), V (t))− Is(x, t)||2. (5)
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Figure 5: Iterative optimization results at a specific viewing condi-
tion. The initial exposures of input image (a) cannot be well repro-
duced by appearance of ink combinations (b). As shown in (c), the
intensity values of the two pixels at different exposures (dot line) is
different from the appearance variations (solid line) generated by
ink combinations. Note that in zoomed region, the relative contrast
of two pixels (marked as circles) in the exposure image is even in-
verted in the print result and leads to artifact. After the iterative
optimization, the exposure of the input (d) and the appearance of
the print (e) become consistent. The appearances of the two pixels
matches (f) and the artifact in the zoomed region is removed.

To this end, we first search M basis BRDFs whose appearances
under given viewing conditions best match the input image expo-
sures Is(x, t). We accelerate this process by precomputing the ap-
pearance of all basis BRDFs under the given viewing conditions
and then searching for the results via Approximate Nearest Neigh-
bor (ANN) search [Mount and Arya 1997]. Given the local basis
BRDFs ρck(x) and their appearances Ir(ρck(x), V (t)), we then de-
rive the weights of the local basis BRDFs ωk(x) by solving the
linear system determined by Equation 5. Finally, the ink combina-
tion at x is computed as the weighted sum of the ink combinations
associated with the local basis BRDFs c(x) =

∑M
k=1 ωk(x)ck(x).

In the case that the resulting ink combination is outside of the of
print gamut, we simply approximate the result with the closest ink
combination in the gamut. Figure 5(b) and (e) illustrate the images
Ir(ρc(x), V (t)) of the ink combinations optimized from the initial
exposure settings (Figure 5(a)) and the image of final ink combi-
nations after iteration, both of which are rendered under the same
viewing conditions.

In this step, we didn’t include the spatial coherency constraints ex-
plicitly, instead of assuming coherent pixel intensities could lead to
similar ink combinations. In principle, different ink combinations
could be found for pixels with the same intensity, while in practice,
we haven’t found such case in our results. For two pixels with small
intensity variations, only a few basis BRDFs are different in the re-
sult two basis BRDF sets found by the ANN search. Due to the
dense sampling of the basis BRDFs, the differences of these BRDFs
are really small. The local linear solutions will further reduce the
difference caused by the different basis sets. In other words, the lo-
cal linear embedding representation of the BRDFs faithfully mod-
els the continuous BRDF space formed by all ink combinations thus
generates good results in the print.



Exposure Optimization Given the ink combinations c(x) and
their appearance Ir(x, t) = Ir(ρc(x), V (t)), we optimize the ex-
posure settings s(t) of the input image for each viewing condition
t by computing

arg min
s(t)

∑
x

||Ir(x, t)− Is(Ih(x), s(t))||2. (6)

By setting s′(t) = 2s(t) and Is(Ih(x), s(t)) = s′(t)Ih(x)/Īw, we
convert the optimization to a least squares fitting problem:

arg min
s(t)

∑
x

||Ir(x, t)− s′(t)Ih(x)/Īw||2, (7)

which can be directly solved by s′(t) = 1
N

∑
x
Ir(x,t)Īw
Ih(x)

. The
exposure of the input image for each viewing condition is then de-
termined by s(t) = log2(s′(t)). Figure 5(d) shows the image of
the input rendered at the optimized exposure setting.

Iterative Optimization Since the optimization goal in Equation
1 is affected by both the ink combinations c(x) and the exposure
settings s(t), the iteration is required to find the optimal solution
for both c(x) and s(t) and avoids artifacts in the final print result.
In the ink combination optimization step, the updated exposures
constrains the spatial relationship of the ink combinations c(x) to
match the image content. While in the exposure optimization step,
the updated monotonic appearance variation of BRDFs determined
by the ink combination c(x) at each pixel implicitly constrain the
resulting exposures s(t) for different viewing conditions. As a re-
sult, in the physical prints the exposure can vary monotonically un-
der different viewing conditions while the relative contrast of dif-
ferent HDR regions is preserved well. Figure 5 illustrates the ap-
pearance of the print and the exposure of the input image under a
specific viewing condition after the first iteration and for the final
optimization result, showing the benefits of this iterative process.

4 Results

Implementation We ran our optimization on a PC with an Intel
Xeon 2.83GHz CPU and 8GB RAM. For a typical HDR image at
the resolution of 768 × 768, the overall optimization time is less
than 10 seconds. After optimization, the result is printed with an
HP Indigo 5500 printer. Each image is printed on an A4 metallic
substrate at the resolution of 700DPI. The average printing time is
less than one minute for an A4 size print.

All the results shown in the paper and video are captured with a
Canon EOS 5D Mark II with an EF 100mm F2.8 Lens. We cal-
ibrated its color using the standard color checker for all viewing
conditions. The camera exposure (i.e. ISO, shutter speed, and aper-
ture) is fixed during capture of each result so that the appearance
variations of each print under different viewing conditions can be
shown. For both viewing scenarios, we kept the lighting direction
of the dominant light, the viewing direction, and the normal of the
print roughly in the same plane and rotated the print orientation or
light within the plane.

Results Figure 6(b) illustrates the intensity of white ink used for
the print shown in Figure 1(a). In our solution, the brighter pix-
els are printed with higher intensity of white ink, which produce
BRDFs with wider specular lobes. On the contrary, the ink com-
binations with low intensity of white ink are used for generating
BRDFs with sharp specular lobes, which are used for printing low
intensity pixels. Figure 6(c) illustrates the subset of BRDFs used
for this input.
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Figure 6: Direct print HDR content in a single view. Although
high dynamic range can be observed at certain view and lighting
conditions (a) and (b). Slightly changes in the light direction results
unsatisfied viewing experience (c).
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Figure 7: Direct print HDR content in a single view. Although
high dynamic range can be observed at certain view and lighting
conditions (a) and (b). Slightly changes in the light direction results
unsatisfied viewing experience (c).

Figure 8 shows the appearances of the same print viewed in two
different lighting environments, in which we rotated the print to
display the exposures of the HDR image. The lighting environment
of the dark room is similar to our default setting while the lighting
in the office environment is dominated by a long area light source
on the ceiling. Despite the difference of the lighting environment,
the resulting print shows the exposures of input images in both en-
vironments. Figure 9 shows another print viewed in two different
viewing scenarios. Our method works well for both viewing sce-
narios with the same print.

Figure 10 compares the appearance of the print generated by our
method and the LDR images that are generated from the same in-
put image with different tone mapping operators [Fattal et al. 2002;
Durand and Dorsey 2002; Reinhard et al. 2002] and used for con-
ventional printing. All three LDR images are directly copied from
the original papers. While the conventional printing solution that
is based on the LDR images tries to map all local contrast into one
image, our method illustrates image details at different exposures
under different lighting directions.

Since the glossy substrate and rich ink combinations used in our so-
lution provides higher contrast and more detailed intensity levels, it
is possible to directly print the HDR image. Figure 7 shows the print
result of an HDR image printed by this approach via the same print-
ing hardware. Although the print could reproduce the high dynamic
range effects of the input image at the specific mirror reflection di-
rection, its appearance quickly changes and exhibits artifact as the
lighting or viewing direction slightly changes. As shown in Fig-
ure 7(b), the contrast between the sky and the building are inverted.
On the contrary, our method well reproduces the appearance of the
HDR input over the entire view range as shown in Figure 8.

Figures 11 and 12 show the appearance of two prints with rich tonal
details. Under different lighting directions, the prints generated by
our method well illustrate all these tonal details. Please see the
accompanying video for continuous visual effects of all print results
under different viewing scenarios.



Limitations Our method has several limitations. First, due to the
limited BRDF gamut of the printing system, our method may print
pixels with different luminance values with the same ink combina-
tion and thus fail to reproduce the tonal details of the input image
at some exposures. Our method assumes that the environment in-
cludes only one directional light and that the contrast between the
light source and the environment is high. In low dynamic range
environments or environments that include multiple light sources,
the visual effects of the print will degrade. Finally, although our
method can illustrate the exposures of images at different viewing
conditions, the dynamic range of the print is still low and thus limits
the tonal details that can be displayed for each view.

5 Conclusions
In this paper, we present a printing solution for reproducing dif-
ferent exposures of HDR images with spatially-varying surface re-
flectance. Our method exploits the appearance variation of the sur-
face reflectance to display different exposures of the HDR image
under varying viewing or lighting directions. Our method uses
relative inexpensively commercially available printers, providing a
practical solution for displaying HDR images with low dynamic
range reflective media. Compared to existing methods, we believe
that our method provides an alternative solution for HDR image
printing and enriches the choices of users in many applications.

A promising direction for future work is to extend the print gamut
of our solution by using different printing systems that support dif-
ferent kinds of metallic inks, such as the one used in [Matusik et al.
2009]. It would also be interesting to investigate how to combine
surface reflectance and normal variations to enhance the dynamic
range of the print. Finally, how to leverage HDR and material per-
ception for better predicting the visual effects of the final print un-
der different lighting environments is another interesting research
direction.
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Dark Room
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Figure 8: The appearances of a print viewed under different lighting environments. The ones on the left are captured in a dark room while
the ones on the right are captured under office lighting. The environmental lightings of these two environments are shown in the middle. Both
results clearly show the exposures of the input image under different print orientations. The main visible difference is due to the different
lighting colors and the fixed camera white balance used in this comparison. HDR image courtesy of Paul Debevec.

Change lighting direction Change print orientation

Figure 9: The appearances of a print viewed under both viewing scenarios. Our method works well for both viewing scenarios. HDR image
courtesy of Industrial Light and Magic.

[Fattal et al. 2002] [Durand and Dorsey 2002] [Reinhard et al. 2002] Three frames of our printed results

Figure 10: Comparisons between the traditional print solution and our method. The tone mapped LDR images used for conventional diffuse
print (shown on the left) attempt to preserve local contrast in one view. Our print shown on the right illustrates different exposures for different
lighting directions. HDR image courtesy of Jack Tumblin.

Figure 11: The appearances of a print under different lighting directions for an image of an illuminated store at night. The print generated
by our method well illustrate all tonal details at different exposures. HDR image courtesy of Greg Ward.

Figure 12: The appearance of a print of a Napa valley landscape image. The details in the sky and the ground regions are illustrated under
different lighting directions. HDR image courtesy of Spheron.


